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A B S T R A C T   

The influence of the Rescorla-Wagner model cannot be overestimated, despite that (1) the model does not differ 
much computationally from its predecessors and competitors, and (2) its shortcomings are well-known in the 
learning community. Here we discuss the reasons behind its widespread influence in the cognitive and neural 
sciences, and argue that it is the constant search for general-process theories by learning scholars which even
tually produced a model whose application spans many different areas of research to this day. We focus on the 
theoretical and empirical background of the model, the theoretical connections that it has with later de
velopments across Marr’s levels of analysis, as well as the broad variety of research that it has guided and 
inspired.   

1. Introduction 

Over half a century ago, Robert Rescorla and Allan Wagner from Yale 
University published two book chapters in which they offered a formal 
theory of Pavlovian conditioning that came to be known as the Rescorla- 
Wagner (RW) model (Rescorla & Wagner, 1972). These ideas were first 
presented in two specialized conferences at Mcmaster University, USA, 
in 1969 on “classical conditioning”, and at the University of Sussex, 
England, in 1971 on “learning and inhibition”. The conferences were 
attended by a good part of the cream of the so-called “learning theo
rists”; among them, Abe Black, Donald Blough, Leon Kamin, Elliot 
Hearst, Robert Boakes, Herb Jenkins, Nick Mackintosh, Shepard Siegel, 
Werner Honing, and William Prokasi. 

Learning theory specialists reacted almost immediately to the theory. 
For example, the core principles and nomenclature of the RW model 
were used to propose a few very influential alternative theories (e.g., 
Blough, 1975; Frey & Sears, 1978; Mackintosh, 1975) and several 
studies soon showed that some of the predictions of the RW model were 
accurate (e.g., Gillan & Domjan, 1977; Levitan, 1975; Mackintosh, 1976; 
Saavedra, 1975; Wasserman, 1974), while others were incorrect (e.g., A. 
G. Baker, 1974; Clarke et al., 1979; Scavio & Gormezano, 1974; Zimmer- 
Hart & Rescorla, 1974). All of this happened in the 1970s, when learning 
theory had a second boost after its initial flourishment during the reigns 

of Hull, Tolman, and Guthrie. Many laboratories conducted 
theoretically-oriented-programs of research instead of isolated studies, 
and ties between theory and data became a “must” among members of 
this scientific community. Moreover, the first independent volume of 
The Journal of Experimental Psychology: Animal Behavior Processes was 
published in 1975. Allan Wagner, in its first editorial, stated that “more 
emphasis should be placed on integrative rather than piecemeal 
reporting of research” and that “We will be more insistent on this point, 
to give preference to integrated sets of experiments and substantial 
blocks of research”. It appears that the RW model was proposed in the 
right place at the right time but, of course, this is only part of the story. 

Over the coming years, a progressive consensus was built on the 
importance of the model. By the end of the 1990s, for instance, re
viewers proclaimed that the RW model meant “the inauguration of an 
important era in conditioning research” (Siegel & Allan, 1996) and that 
it was “the primary export of traditional learning theory to other areas of 
psychology” (Miller et al., 1995). A preliminary bibliometric analysis 
shows the extent of this export to other areas of not only psychology, but 
all cognitive sciences. A search in the Web of Science scientific database 
shows that, between 1975 and 2022, the chapter by Rescorla and 
Wagner (1972) was cited by 4,500 articles, positioning it among the 10 
most cited papers in experimental psychology. To provide a reference, 
consider that, in the same period, the very influential papers on 
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habituation published by Thompson and Spencer (1966) and by Groves 
and Thompson (1970) were cited 1,750 and 1,470 times, respectively. 

Figs. 1 and 2 present some data that emerge from the bibliometric 
analysis of the Rescorla and Wagner (1972) chapter. Fig. 1 shows that 
the number of papers citing the RW model has grown proportionately to 
the growth of the total number of publications in experimental psy
chology, suggesting that its relative influence has been stable over the 
years. It is noticeable that most of the citations come from the afore
mentioned JEP:ABP (n = 239), but there are also many citations from 
general-scope journals such as Psychological Review (n = 71), Psycho
nomic Bulletin and Review (n = 43) and Scientific reports (n = 43). 

Fig. 2 presents the results of a bibliometric network analysis con
ducted with the 5,674 different keywords within the articles citing the 
chapter by Rescorla and Wagner (1972). The predominant topics are, of 
course, “learning”, “associative learning” “conditioning” and “extinc
tion”, to all extents the major targets of the article. However, less 
obvious topics also appear, such as “dopamine”, “hippocampus”, 
“amygdala” and “decision making”. Roughly, one might view the 
network in Fig. 2 as being formed by three major clusters. The first 
cluster (green circles) is dominated by the topic of “learning” and can be 
said to represent the original concerns of Rescorla and Wagner, namely 
“associative learning”, “attention”, “blocking”, “overshadowing” and 
“cue competition”. Note, however, that this cluster also includes addi
tional topics within cognitive psychology, such as “causal learning”, 
“spatial learning”, “object recognition”, and “visual search”. This sug
gests that the model first spread its influence to other areas of cognitive 
psychology, where the discussion focused on topics similar to those that 
originally preoccupied Rescorla, Wagner, and other associative learning 
theorists. In line with this observation, in the first few sections of this 
paper, we will start by presenting the RW model, its empirical and 
theoretical background, and the reasons behind its frequent use as an 
explanatory mechanism for a variety of forms of cognition. 

A second important cluster (red circles) comprises topics such as 
“dopamine”, “fMRI”, “reinforcement learning”, and “prediction error”, 
which seem to deal with a transition both from behavioral to neural 
science, and from pavlovian to instrumental conditioning. We will cover 
this second wave of spreading influence in the last section of our 
manuscript, explaining the theoretical connection between reinforce
ment learning models, which deal mainly with instrumental condition
ing, and the RW model. 

Lastly, an additional cluster (blue circles) is dominated by extinction 
and seems to deal with fear (“fear” and “fear conditioning”), the pro
cesses and determinants of decremental learning (e.g., “context”, 
“renewal”, “reinstatement” and “spontaneous recovery”), and their ap
plications (“exposure therapy”, “relapse”, “reconsolidation”). We will 
not cover this vast literature here (but for recent reviews, see Bouton 
et al., 2021; Delamater & Westbrook, 2014; Dunsmoor et al., 2015), but 
we note in passing that it focuses on some of the failures of the RW 
model, which notoriously provides a poor description of extinction and 
other so-called interference learning paradigms. The large size of this 
cluster likely stems from the importance of extinction as an experimental 
model for the unlearning of fear and anxiety. 

Despite the positive reception of the RW model, the theory has by no 
means been free of severe criticism. For instance, Miller et al. (1995) 
state that “… given the current status of the Rescorla-Wagner model, it is 
not appropriate for models outside the framework of traditional learning 
theory to claim any measure of success because their assumptions, 
processes, or predictions are concordant with those of the Rescorla- 
Wagner model”. More recently, Gallistel (2021) regarded that the con
ceptual framework laid down by the RW model was “the beginning of a 
tragedy in the history of cognitive neuroscience” (p. 8). 

Taken as the cardinal example of the associative approach to 
learning and cognition (Wasserman & Castro, 2022), the RW model has 
also been the target of attack by authors who argue against the 
assumption that associative learning plays any role at all in human 
associative learning, let alone in causal learning and other forms of 
higher-level cognition. From this perspective, learning in causal and 
predictive tasks can only be captured under the assumption that prop
ositional reasoning is involved (Mitchell et al., 2009). 

Why, then, is the RW model so influential? We argue that the 
widespread influence of the RW model is not due to the model being 
unique or better than other models of associative learning, but rather to 
the commitment of the associative learning community to a “general 
process” approach and the assumption that the model captures some key 
mechanisms that are at work across many forms of learning and 
cognition. We will develop these ideas further after a more detailed 
presentation of the model itself and its theoretical and empirical 
background. 

Fig. 1. Number of documents citing the article (left y-axis) and the total number of published papers in experimental psychology (right y-axis) as a function of year.  
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2. The Rescorla-Wagner model 

Despite its broad range of applications, Rescorla and Wagner were 
very explicit in stating that their model was a specific theory of 
Pavlovian conditioning, a procedure in which animals acquire a 
response to target stimuli, referred to as conditioned stimuli (CSs), as a 
function of their pairings with another stimulus designated as the un
conditioned stimulus (US). Rescorla and Wagner did not commit to any 
particular psychological concept for the term “associative strength”, 
which they denoted as V, and simply assumed the value should be 
directly and monotonically related to the probability or magnitude of 
the behavioral response under study. 

In the simplest Pavlovian conditioning procedure, one CS is paired 
with one US in several occasions or trials. These pairings, also known as 
“reinforced trials,” normally result in the gradual acquisition of a 
response to the CS or “conditioned response” (CR). Afterwards, pre
sentations of the CS without the US, also known as “non reinforced 
trials” cause a reduction in the amplitude or probability of the CR, a 
phenomenon known as “extinction.” If a neutral stimulus is non- 
reinforced in conjunction with an otherwise reinforced CS, the former 
stimulus develops the capacity to inhibit the CR provoked by other CSs; 
that is, it becomes a “conditioned inhibitor.” 

The major empirical regularities of acquisition, extinction and 
conditioned inhibition, as well as several other related observations, 
were profusely investigated by Pavlov and his collaborators in the first 
decades of the 20th century. Over the course of the years, an associa
tionist explanation of these phenomena became prevalent. It was 
believed that the strengthening and weakening of CS-US excitatory and 
inhibitory associations underlies most if not all the regularities of 
Pavlovian conditioning. Given that the predominant outcome of CS-US 
pairings is the development of a CR that resembles some aspects of the 
unconditioned response elicited by the US, several authors adopted the 
simple schema outlined in the left panel of Fig. 3, in which the CS and 
the US are connected to a common response unit or adaptive unit 
(Sutton & Barto, 1981; Vogel et al., 2004). It is assumed that the CS and 
the US activate their respective representational units, which in turn 
influence the activity of the response unit in proportion to their asso
ciative links, V and λ. The CS link is assumed to be modifiable, starting 
with a value of zero prior to conditioning but with the possibility of 
developing positive (excitatory links) or negative (inhibitory links) 
values after CS-US pairings. The US link, with strength equal to λ, is 
assumed to be non-modifiable and capable of producing substantial 
activation of the response unit. Learning is normally assumed to be 
Hebbian; that is, it is a function of simultaneous CS and US processing. 

Fig. 2. A bibliometric social network graph (van Eck & Waltman, 2010) built with the most frequent keywords in the articles citing the chapter by Rescorla and 
Wagner (1972). 
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The networks depicted in Fig. 3 contain the three basic structural 
elements of any connectionist theory for conditioning: stimulus repre
sentation units, response generation units, and links between units. A 
fundamental condition for learning is concurrent CS-US processing 
(Sutton and Barto, 1981). However, although necessary, this simple 
Hebbian mechanism is not sufficient to account for the fact that over a 
number of CS-US pairings, the size of the increments in CS-US associa
tion becomes smaller as the accumulated associative strength of the CS 
increases towards an asymptote. This fact, commonly referred to as a 
negatively accelerated learning curve, was managed by early theoreti
cians of Pavlovian conditioning (e.g., Atkinson & Estes, 1963; Bush & 
Mosteller, 1955; Hull, 1943) by assuming what Wagner (1971) called a 
“saturation principle”, in which each CS can acquire only a limited 
amount of association with the US, which is provided by the US itself. 

The saturation principle is equivalent to stating that learning is due 
to an error correction mechanism in which the US acts as a supervisor 
that teaches the CS how to produce the CR via a progressive diminution 
of the difference between λ and V (Sutton & Barto, 1998). The left panel 
of Fig. 3 depicts a graphical representation of this mechanism, where 
learning accrued to each CS, A and B, depends only on the amount of 
their respective error terms. Formally, the change in the associative 
strength accrued to CS i, ΔVi , is given by the equation ΔVi =

αβ(λ − Vi), known as “linear rule” (or “local error correction rule”). 
Here, α and β represent learning rate parameters associated with the 
salience or intensity of the CS and US, respectively, and λ − Vi is the error 
term or reinforcement. According to this equation, CR acquisition occurs 
in those trials in which the CS and the US are present, and the error term 
or reinforcement is positive. With the linear rule it is possible to predict 
the negatively accelerated acquisition curve, since the increments in V 
decrease as the net V value increases; learning reaches its asymptote 
when the error equals zero. The error correction mechanism involved in 
the linear rule easily accounts also for extinction. In this case, since λ =
0 and V > 0, the error term becomes negative and Vi results in a nega
tively accelerated decrement towards an asymptote of zero. 

A relatively evident issue with the linear rule is that it cannot account 
for the formation of inhibitory associations. Of course, it can be assumed 
that inhibition develops through other mechanisms, independent from 
those in charge of the development of excitation (Estes, 1994; Hull, 
1943). Another possibility is to assume that CSs interact with one 
another during learning, such that the amount of associative strength 

accrued to a CS depends on the amount of associative strength acquired 
by all concurrently active CSs. In a typical conditioned inhibition 
paradigm, reinforced presentations of one CS, A+, are interspersed with 
nonreinforced presentations of a compound of the same CS and a second 
stimulus, AB- (Rescorla, 1969). In order to learn this A+ AB- discrimi
nation, B could develop negative associative strength in the AB- trials to 
counteract the excitation obtained by A in the A+ trials. 

Several experiments published in the late sixties provided compel
ling support for the later possibility. The most commonly cited study is 
the demonstration of the so-called “blocking phenomenon”, in which the 
prior reinforcement of A alone reduces (blocks) the acquisition of 
conditioned response to another CS, B, if it is reinforced together with A 
(A+/AB+). The conclusion suggested by blocking and similar findings, 
like overshadowing (Pavlov, 1927) and relative validity (Wagner et al., 
1968), is that what is learned to one of the cues on a trial appears to 
depend not only upon its own current associative value, but also upon 
the associative value of the other cues present in the trial. This fact is 
sometimes called stimulus selection or stimulus competition (Wagner, 
1969). 

The RW model was the first formal explanation proposed for this 
competition among CSs. The general assumption was that the change in 
the associative value of a given CS does not depend only on its own 
associative value, but upon the aggregate value of all CSs present on the 
trial. This is illustrated in panel (b) of Fig. 3, where it is shown that the 
only difference with the saturation principle is in the use of a common, 
instead of an independent, error term for all CSs. Formally, the RW rule 
posits that the change in associative strength accrued to CS i, ΔVi, is 
given by the equation ΔVi = αiβ(λ −

∑
jVj) where j indexes all stimuli 

present on a trial, including stimulus i. 
The way in which the aggregated error term works can be illustrated 

by an experimental situation reported by Wagner (1969), in which an
imals learned that a compound of two CSs, A and X, was reinforced with 
the presentation of the US (AX+). Wagner observed that interspersing 
trials with A alone reinforced (A+) decreased the response to X and that 
interspersing trials with A alone nonreinforced (A-) increased the 
response to X. This finding cannot be explained by the separated-error- 
term notion (Fig. 3a) because ΔVX is independent of VA. On the other 
hand, the RW model predicts that although in all three conditions AX 
will approach an asymptote of λ, the share of it apportioned to X would 

Fig. 3. Two approaches to error computa
tion in Pavlovian conditioning. It is assumed 
that the presentation of experimental stimuli 
(CSs A and X and the US) provokes the acti
vation of their respective representational 
units (A, X and US). The adaptive unit rep
resents the output responsible for the gener
ation of the CR and is unconditionally 
activated by the US, via λ, and conditionally 
by the CSs via VA and VX. According to the 
linear rule (panel a) the error is computed 
independently for each CS, while for the RW 
rule (panel b) the error term is common The 
terms α and β in the equations represent the 
salience of the CSs and the US, respectively.   
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depend on the associative value gained by A alone. When A+ trials are 
interspersed with AX+ trials, the RW model predicts that VA increases in 
both types of trial. On the other hand, VX will change only on AX+ trials, 
first increasing as long as the predictive value of the compound VA + VX 
is less than λ, and decreasing once that value becomes larger than λ. That 
is, as VA approaches λ in A+ trials, X will progressively lose the asso
ciative strength gained by A. On the contrary, when A- trials are inter
spersed with AX+ trials, the RW model predicts that as VA approaches 
0 in A- trials, X will progressively gain the associative strength lost by A. 

The RW rule represents a very simple modification in the computa
tion of the error term used in the linear rule, but it meant an enormous 
conceptual change in the way in which Pavlovian conditioning was 
interpreted. After this model, Pavlovian conditioning began to be 
considered as one of the fundamental mechanisms by which animals 
learn predictive relationships among stimuli. Since the activation of the 
adaptive unit by the US becomes ineffective in producing reinforcement 
when similar amounts of activation are obtained by conditioned stimuli, 
the RW model is regarded as using a “variable reinforcement mecha
nism”, which also has some implications for instrumental conditioning 
and (as we will see later) the neuroscience of reward learning. This 
seemingly trivial addition of a summed prediction in the error term 
should not be underappreciated. 

3. The general processes approach and the RW model 

The intellectual background of the RW model includes a deep-rooted 
commitment to the so-called “general processes” approach to the study 
of behavioral and cognitive processes (Bitterman, 2000; Macphail & 
Bolhuis, 2001; Papini, 2002; Soto & Wasserman, 2012b). From this 
perspective, some principles of behavior or cognitive processing are 
both widely distributed across species and highly useful for the solution 
of various environmental tasks by any single species. 

The main evolutionary argument for this view has two parts (Papini, 
2002). First, because of shared ancestry, a common mechanism could 
have evolved and underlie seemingly variable behavior across species in 
a given task. Second, some environmental pressures are so common that 
they affect the selection of similar mechanisms across many species. In 
the case of Pavlovian conditioning, this would be the pressure to predict 
biologically significant outcomes from the presence of informative 
environmental cues. Because the main goal set by generalists is to 
discover the principles of behavior that are common to many species, 
they tend to study how distantly related species solve similar environ
mental tasks. If distantly related species show evidence of using similar 
behavioral mechanisms to solve a given task, then either these mecha
nisms have been conserved across evolution or their similarity stems 
from convergent evolution under similar environmental pressures. Both 
cases lead to the discovery of “general principles” of behavior, reflecting 
the general solution to an environmental task displayed by multiple 
organisms, beyond any adaptations evolved by a specific species to 
specialize to their own environmental niche. General process theorists, 
including those studying associative learning in the 1960s and 1970s, 
choose to focus on the analysis of behavioral mechanisms that are 
similar across species, sometimes ignoring the exact evolutionary 
explanation for their similarity (Riley & Langley, 1993). 

This way, the empirical phenomena that informed the development 
of the RW model (i.e., stimulus competition phenomena) came from a 
variety of species and behaviors. For example, overshadowing was first 
reported in conditioning of the salivary response in dogs (Pavlov, 1927) 
and, before the publication of the RW model, also found in rabbits, cats, 
humans, and pigeons using varied preparations (for a review, see Baker, 
1968). Similarly, blocking was first reported using fear conditioning in 
rats (Kamin, 1969), and later found in pigeons (Mackintosh & Honig, 
1970; vom Saal & Jenkins, 1970), and rabbits (Wagner, 1969). The 
assumption underlying the development of the RW model was that it 
would be possible to capture the principles underlying associative 
learning across the variety of species, behaviors, and neurobiological 

circuits involved in this prior literature. This assumption proved to be 
correct: later surveys of the literature have shown that associative 
learning and stimulus competition phenomena can be found not only 
among mammals and birds, but across all vertebrates (Macphail, 1982) 
and some invertebrate phyla including arthropods, platyhelminthes 
(flatworms), and molluscs (C. Heyes, 2012; Loy et al., 2021), suggesting 
that associative learning, as described by the RW model, might be 
common to all nephrozoa (i.e., most animals; Ginsburg & Jablonka, 
2010). 

The general process approach to the study of animal behavior was 
not only important for the development of the RW model, but is also key 
to understanding why the model became as influential as it is today. 
Learning theorists saw in the RW model a summary of well-documented 
general principles of associative learning, which should be at play not 
only in the species and procedures typically used to study that form of 
learning, but across a wide set of complex behaviors and forms of 
cognition. 

4. The RW model spreads its influence to cognitive psychology 

Under the influence of the general processes approach, starting in the 
late 1970s and early 1980s a number of researchers sought to determine 
to what extent associative mechanisms could be at work in complex 
forms of cognition, a trend that continues to this day. Two types of ev
idence are consistently used in this literature to claim that associative 
learning might be involved in a particular form of cognition, and both 
are related to the RW model (for a review of the early work, see Siegel & 
Allan, 1996). 

The first type of evidence came from theoretical work. The original 
RW model or a modified version were used to show that associative 
learning mechanisms could explain aspects of a particular form of 
cognition. Examples are paired-associate learning (Rudy, 1974), 
generalization (Blough, 1975; Gluck, 1991), category learning (Gluck & 
Bower, 1988; Shanks, 1991), causal learning (Shanks & Dickinson, 
1988; Van Hamme & Wasserman, 1994), transitive inference (Wynne, 
1995), abductive reasoning (Wang et al., 1999), spatial cognition 
(Chamizo, 2002; N. Y. Miller & Shettleworth, 2007; Pearce, 2009), 
perceptual learning (Hall, 2009; Kahnt et al., 2011), object recognition 
(Soto et al., 2012; Soto & Wasserman, 2010), sequential learning 
(Gureckis & Love, 2010), social group biases (Vanhoomissen & Van 
Overwalle, 2010), language learning (Baayen et al., 2011; Nixon & 
Tomaschek, 2021; Ramscar et al., 2013), imitation (Cooper et al., 2013), 
word morphological processing (Milin et al., 2017), sound categories 
(Olejarczuk et al., 2018), speech perception (Arnold et al., 2017), 
memory modification (Gershman et al., 2017), planning (Lind, 2018), 
social learning (N. Miller, 2018), semantic learning (Hollis, 2019), and 
learning about personality traits during social interaction (Frolichs 
et al., 2022), among others. 

It is important to note two points regarding these applications of the 
RW to phenomena outside its original domain. First, when most of these 
applications were published, a variety of models proposed after the RW 
model were also available to explain stimulus competition phenomena 
(Blough, 1975; Mackintosh, 1975; Pearce, 1987; Pearce & Hall, 1980; 
Wagner, 1981). Indeed, some of these models were used by generalists 
to make the point that associative learning might underlie a form of 
cognition, as was the case in the application of Wagner’s SOP model 
(Wagner, 1981) to causal learning phenomena (e.g., Dickinson & Burke, 
1996). Still, the RW model was most often used, perhaps to honor the 
fact that it was the first to propose a global error term. Second, most of 
these applications do not strictly apply the original RW model, but 
rather modifications that keep the assumptions in the original model 
(learning by reduction of global prediction error) while expanding its 
scope. Both of these features underscore that the main point of this 
literature is not to promote the RW model itself, but rather the general 
process hypothesis that associative learning is involved in many cogni
tive phenomena, under the assumption that other mechanisms (e.g., 
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perceptual and cognitive) would also be at work (hence the modifications to 
the model). 

The second type of evidence came from empirical work. Studies were 
performed to show that the stimulus competition phenomena that 
inspired the development of the RW model, such as blocking, are also 
found in a variety of cognitive tasks (e.g., Beesley & Shanks, 2012; 
Chapman, 1991; Cook et al., 2010; Cramer et al., 1985; Mata et al., 
2021; Nixon, 2020; Pearce et al., 2006; Rodrigo et al., 1997; Sanbon
matsu et al., 1994; Shanks, 1985; Soto & Wasserman, 2010, 2012a; 
Vogel et al., 2015). This extensive literature that sought to find evidence 
of stimulus competition phenomena serves to further show that it is 
associative learning in general, and not the RW model, that is being 
proposed as a general mechanism for cognition. 

Thus, the main driving force behind the influence of the RW model in 
cognitive psychology was not the model itself, but the proposal that 
associative learning underlies many forms of human cognition. The RW 
model became influential because of its ability to succinctly capture 
many of the mechanisms underlying associative learning, summarizing 
decades of research on animal learning and capturing a variety of phe
nomena not yet tested when the model was first published. 

An advantage of this strong focus on the RW model was that it led to 
an improved theoretical understanding of the model. From the point of 
view of cognitive modeling, the RW model functions at the algorithmic 
level (Marr, 1982), in that it proposes explicitly how knowledge about 
the environment is represented (as associations between stimulus rep
resentations) as well as the algorithm used to acquire such knowledge 
(global prediction error correction). On the other hand, many of the 
models competing with the RW model in different fields are proposed at 
the computational level of analysis (also called rational or normative; 
see Anderson, 1990). Models at this level focus on formalizing both the 
goals of the cognitive system and the environmental task to which it is 
exposed, in order to determine what computations must be carried out 
to solve that task. Algorithmic and computational models can be viewed 
as complementary instead of mutually exclusive accounts but, because 
of the pressure to compare the RW model against computational-level 
models, much was learned about exactly how the RW model could be 
described at the computational level of analysis. 

More specifically, several authors have shown (Chapman & Robbins, 
1990; Cheng, 1997; Danks, 2003; Yuille, 2006) that the long-run 
behavior of the RW model (the equilibrium reached after long training 
with the same event contingencies) approximates the predictions of the 
probabilistic contrast model (Cheng & Novick, 1992), which was 
developed to predict how a rational observer would judge covariation 
between a cause and an outcome, while taking into account other po
tential causes. Formally, the covariation between CSi and the US, ΔPi, is 
calculated as the probability of observing the US in a given context X 
when CSi is present, or P(US|X,CSi) minus the probability of observing 
the US in the same context X in the absence of CSi, or P(US|X, ¬ CSi). 
The context X works as a placeholder for all other potential predictors of 
the US. Because the long-run behavior of the RW model approximates 
ΔPi in many scenarios, the RW model solves the task of learning how 
good a cue is at predicting an outcome by computing something akin to 
the partial correlation between them, removing the effect of other po
tential cues. 

While this computational-level characterization of the RW model is 
useful, it also strips the theory from most of its theoretical insights: the 
principle that it is contiguity between events, and not mere covariation, 
what determines learning (see Papini & Bitterman, 1990), the role of 
prediction error in driving learning, and the fact that learning is a dy
namic process in which the ordering of learning events matters (see 
Allan, 2003). 

A disadvantage of the vast influence of the RW model in cognitive 
psychology is that it became a straw man representing “associative 
learning,” a way to prove that this form of learning was not involved in a 
particular form of cognition, rather than a way to show that it was. For 
example, in the causal learning literature it became fashionable to 

equate the RW model with associative learning theory in general (see Le 
Pelley et al., 2017), and beyond that, to take the predictions of the 
probabilistic contrast model as the rational equivalent of the predictions 
of the RW model. Thus, the typical strategy would be to compare the 
predictions of a computational-level theory of causal learning against 
the probabilistic contrast model and, if the former fitted the data better 
than the latter, then conclude that associative learning theories are not a 
good account for human causal learning (e.g., Cheng, 1997; Waldmann 
et al., 2008). 

This strategy, of course, is against the original spirit of the general 
process approach that drove the application of the RW model to areas 
outside of animal conditioning, and has been criticized by theorists in 
the associative tradition (Allan, 2003; Le Pelley et al., 2017; Lober & 
Shanks, 2000). From this perspective, the RW model represents some, 
but not all mechanisms involved in Pavlovian conditioning and other 
forms of cognition. Since its inception, it has been recognized that the 
RW model does not provide a complete explanation for human and 
animal associative learning (see R. R. Miller et al., 1995), and a number 
of alternative theories have been developed to account for all its failures 
(for a review, see Vogel et al., 2004). These developments should be 
taken into account to reach any general conclusion about the in
adequacy of associative learning mechanisms to explain human causal 
learning or any other form of cognition. 

As indicated earlier, most applications of the RW model involve 
modifications that capture idiosyncrasies of the cognitive phenomena 
being the target of explanation. Still, the original contribution of the RW 
model of a global error-correcting learning rule has been implemented 
in most algorithmic models of associative learning, as well as in algo
rithmic models of causal learning developed to approximate the pre
dictions of computational-level competitors of the RW model (Danks 
et al., 2003). It is this feature of the model that seems to be key, rather 
than its computation of partial covariation. 

5. The RW model spreads its influence to neuroscience 

We have already seen how the RW model quickly spread its influence 
to cognitive psychology, where it climbed its way up the Marrian ladder, 
influencing and being influenced by theoretical work at the computa
tional level of analysis. Starting around the 2000s, the model would 
spread down to Marr’s implementational level of analysis. At the time, 
the field was ripe for investigating the brain areas that deployed the 
mechanisms postulated in the RW algorithm. 

The most important way in which the RW model spread its influence 
to neuroscience was indirect, pushed by the growing interest of that 
community on reinforcement learning (RL; Sutton & Barto, 1998), an 
area of machine learning motivated by the idea that the same algorithms 
of prediction error used in associative learning theory could be analyzed 
in the normative terms previously proposed by Marr. 

As noted above, the RW model was formulated to explain Pavlovian 
arrangements where there was a clear demarcation between trials. The 
assumption was that the discretization of events and trials would be 
good enough to capture a wealth of data in animal conditioning. How
ever, multiple findings could not be explained using such a coarse- 
grained analysis. In second-order conditioning, for example, a stim
ulus B is first reinforced and then another stimulus A is paired with B, 
with the result that both stimuli accrue predictive value even though A 
has never been paired with a reward. As we have seen, the RW model 
update rule is applied at the end of each episode, with nothing 
happening within episodes or during the ISIs which separate trials. The 
model has no mechanism for B to become a reinforcer, or to distinguish 
between A → B trials, B → A trials, and AB trials. To overcome this, 
Sutton and Barto (1981, 1990) modified the RW rule to capture this and 
other phenomena. They proposed two critical modifications to the RW 
model. The first one is that the predictions and updates of V are made in 
real time, for each discrete time step t during an experiment. This is 
partly achieved by assuming that a CS has a so-called eligibility trace, 
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which can be interpreted as the internal representation of a stimulus that 
weighs how much associative strength it can acquire at any given time. 
The eligibility trace is highest during presentation of a CS but it remains 
active for a limited time after the CS has disappeared. As a consequence, 
the temporal arrangement of stimuli during an episode matters for the 
modification of V. This is a critical advancement of TD over RW, as it 
considers the true temporal contiguity between the internal represen
tations of stimuli and outcomes as the main driver of learning, and not 
only the contiguity as defined by the experimenter (i.e., trialwise). The 
second modification is that the prediction errors are not only computed 
when a reinforcer is presented; animals can also be surprised when 
another stimulus that has acquired associative strength is presented. In 
other words, there is a mechanism by which CSs that have acquired 
associative strength themselves become reinforcing, just as the US. 
Taken together, these two additions can capture the results of a second- 
order conditioning experiment and many other phenomena which were 
not captured by the RW model. 

More formally, the temporal-difference algorithm (TD; Sutton & 
Barto, 1990) for the acquisition of associative strength for each time-step 
t is: Vnew

t = Vold
t + αδt+1, where δt+1 = (λt+1 + γ

∑
Vold

t+1) −
∑

Vold
t ; that 

is, the error term δt+1 is the difference between the value of events at 
time t + 1 (in parentheses) and the value predicted at time t from all the 
stimuli present at that time (for clarity, we have omitted the influence of 
eligibility traces from the equations). Note that the reinforcement value 
in parentheses considers both the value of direct reinforcement λt+1 as 
well as the value of events presented at time t + 1. This means that 
events that have become valuable through association with a reinforcer 
themselves become reinforcing, and that value can backpropagate in 
time from the reinforcer to the onset of a predictive cue, both features 
that differentiate TD from the RW model. The parameter γ is a number 
between 0 and 1 that reflects how much the subject discounts the 
reinforcing value of future events with respect to current values. 

There are multiple theoretical connections between the TD and RW 
models that are worth noting. The first and most obvious one is that TD, 
as it was originally implemented by Sutton and Barto (see Sutton & 
Barto, 1990, p. 533) computes expected reinforcement based on the sum 
of associative strengths of all cues present at a given time step t. That is, 
the model preserves the assumption of learning from correction of global 
prediction error, which is probably the most significant advancement of 
RW with respect to its predecessors. Many publications in the machine 
learning and neuroscience literature omit this part of the equations, 
which obscures the strong influence of the RW model in the develop
ment of TD and other reinforcement learning algorithms. A second 
theoretical connection is that TD extends the logic behind RW by 
calculating expected reinforcement based not only on a sum of asso
ciative strengths of all present cues, but also all past cues whose eligibility 
trace is still active at time t. 

A third theoretical connection is that, at the computational level, 
both the TD and RW algorithms solve the so-called credit assignment 
problem (see Sammut, 2011). When a learning agent observes a complex 
series of events or decision process leading to a given outcome, one 
problem is that it must apportion credit or blame for the outcome to all 
the different elements leading to it. The temporal credit assignment 
refers to the problem of assigning credit to multiple actions that have 
been executed in sequence leading to the outcome. The structural credit 
assignment refers to the problem of assigning credit to multiple aspects 
of the environment or system state (e.g., cues or representational fea
tures) leading to the outcome. The TD algorithm, and other reinforce
ment learning models commonly used in the neuroscientific literature, 
solve the temporal credit assignment problem. The RW model, with its 
ability to compute the covariation between a cue and an outcome while 
removing the influence of other cues, is one way in which the structural 
credit assignment problem can be solved. 

A body of work in neuroscience shows that both TD learning and RW 
seem to be implemented in the brain. Although the neurotransmitter 

dopamine had been hypothesized for some time as being implicated in 
motor function, cognitive skills, and motivation (from evidence of per
formance deficits in patients suffering from some sort of dopamine 
depletion, such as that produced by Parkinson’s disease), it became clear 
during the second half of the 1990s that dopamine was also involved in 
reward processing. In one of the most highly-cited papers in neurosci
ence, Schultz et al., (1997) demonstrated how midbrain dopamine 
neurons in the ventral tegmental area (VTA) and substantia nigra fol
lowed the predictions of the TD rule. They trained monkeys in a 
Pavlovian task where one CS would be followed by fruit juice, the 
reinforcer. Recordings of midbrain neurons showed a remarkable fit to 
the predictions of the TD rule, in that before learning they would fire at 
the onset of the reinforcer but these responses would gradually move 
back to the onset of the CS that predicted the reinforcer. Moreover, when 
the juice reinforcer was omitted after presentation of a trained CS, 
neurons would show a dip in responding, just as if the TD term was 
predicting the unexpected omission of the reinforcer. Later on, it was 
found that dopamine responses correlated with expected value, that is, 
the product of probability and magnitude of a potential reward, which is 
also a prediction embedded in both TD and RW algorithms (Fiorillo 
et al., 2003). 

As we have already discussed, the fact that all CSs presented in a trial 
contribute to prediction of reinforcement (and thus to prediction error) 
is probably the main feature of the RW model. Using a classic blocking 
design in monkeys (A+/B-; AX+, BY+; test X and Y), Waelti, Dickinson 
and Schultz (2001) found that dopamine neuron activity was directly 
associated with the summed prediction error, but not with simple 
pairing of CSs and reinforcement; neural activity could be blocked for a 
given stimulus even if it was paired with the reinforcer when the asso
ciative strength of another accompanying stimulus was already high. 

More recent evidence has cast doubt on the idea that dopamine 
signals carry only information about reward prediction error (see Sharpe 
et al., 2017; Takahashi et al., 2017). However, it is at present clear that 
prediction error, and in particular dopamine responses, are sufficient to 
produce learning to stimuli that would have otherwise not accrued any 
learning. For example, Steinberg et al. (2013) used optogenetic activa
tion of dopamine neurons in rats to show that a cue could be unblocked 
by simply generating dopamine activity at the time the reward was 
presented in the second stage of a blocking design. In practice, what the 
authors did was to artificially generate a reward prediction error that 
would give room for learning to occur in spite of the target cue not being 
relevant for prediction after training. This is direct evidence of reward 
prediction error encoding by dopamine neurons, and its role in 
Pavlovian conditioning. 

When first introduced in 1972, the RW model was applied to several 
phenomena in conditioning that were not captured by the linear rule 
previously used by associative learning theorists. But perhaps one of the 
most significant factors explaining its influence is that it also made 
several predictions that were later confirmed by experimental data. The 
phenomenon of overexpectation is one of them. In an overexpectation 
experiment, the experimenter arranges for two cues to independently 
predict a reinforcer (A+; B +) and then trains both of these stimuli with 
the same level of outcome (AB+). Given that the summed prediction of 
AB together is higher than that of the US, the RW model predicts that VA 
and VB should decrease due to a negative prediction error, rather than 
staying constant. Chang et al. (2016) used this design together with 
optogenetics in rats to test if the negative prediction errors could be 
minimized by inhibiting dopamine release during the second phase and, 
indeed, they found that such manipulation prevented unlearning during 
the second phase. 

As shown in Fig. 2, the literature linking reinforcement learning and 
dopamine is one of the areas in which the RW model is most cited. 
However, the model has also guided research on the neurobiology of 
associative learning in other systems, including motor conditioning in 
the cerebellum (e.g., Gluck et al., 2001; Rasmussen, 2020; Rasmussen 
et al., 2015), and fear conditioning in the amygdala and related areas (e. 
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g., Fanselow, 1998; Johansen et al., 2010; McNally et al., 2011; McNally 
& Cole, 2006; Roy et al., 2014; Walker et al., 2020). Nevertheless, it is 
important to note that the neurobiological data is compatible with any 
model of associative learning proposing a global error correcting algo
rithm (e.g., Mackintosh, 1975; Pearce, 1987; Pearce & Hall, 1980; 
Wagner, 1981; for an alternative explanation, see Witnauer et al., 2014), 
not exclusively the RW model. In addition, other neurobiological data 
are more in line with those alternative models (e.g., Holland & Maddux, 
2010; Holland & Schiffino, 2016). Once again, applications of the RW 
and related models in the neuroscience literature have more to do with 
what the model represents than with a judgment of the model being 
superior to its competitors. In this case, what the model represents is (1) 
an assumption that the mechanisms of associative learning are similar 
across many behavioral tasks, regardless of the specific neural circuits 
involved, and (2) a relatively strong consensus that among those 
mechanisms is learning by reduction of global prediction error. 

6. What can we learn from the success of the RW model? 

Our main hypothesis here has been that the widespread influence of 
the RW model is not due to the model being unique or better than other 
models of associative learning. Indeed, the associative learning com
munity has known for a long time that the model cannot explain a large 
body of phenomena (R. R. Miller et al., 1995). Still, members of this 
community have insisted on exporting the model to other areas of the 
cognitive sciences. Why? Their underlying assumption is not that the 
model is complete and consistent with all observations, but rather that it 
provides insights on some of the key mechanisms of associative learning 
that might be at work across many forms of learning and cognition. The 
success of the model to explain phenomena across levels of description 
and fields shows the correctness of this assumption. The failure of the 
model to explain other phenomena shows that (1) the model does not 
capture all regularities of associative learning, and (2) associative 
mechanisms are not the only ones at work in complex cognition. 

The widespread influence of the RW model is largely the result of a 
community of scholars insisting on the value of a general processes 
approach. In some cases, this is an inheritance from Hull’s neo
behaviorism and its push to develop comprehensive theories of 
behavior, but across the years the community’s perspective has 
expanded well beyond those early ideas. Importantly, it has returned to 
its Pavlovian roots (Pavlov, 1927), where behavior is seen as a biological 
process in need of biological/physiological explanations (Konorski, 
1948, 1967; and Sokolov, 1963 are further examples of this early 
tradition). The general processes approach is now understood under the 
light of evolutionary theory, and the study of general processes is 
importantly influenced by neurobiology. 

There are three important take-home messages from the history of 
the RW model, if we want to repeat its success in the future. First, it is 
likely that there are other general processes besides associative learning. 
We should aim to discover them, study them at great length, and suc
cinctly describe their algorithmic mechanisms in formal models. Second, 
when a model becomes as influential as the RW model, we should avoid 
the natural tendency to simplify its history, assumptions, and key 
mechanisms. Although blocking was among the phenomena that 
inspired the development of the RW model, many other empirical results 
supported the model before and after its publication. No model as suc
cessful as the RW model is built on the basis of a single experiment, but 
rather on a strong empirical basis that does not crumble when the results 
from a single study are reevaluated (Soto, 2018). Similarly, although the 
RW model (for a given choice of parameters) can be seen as computing 
partial covariance between events (equivalently to the probabilistic 
contrast model; Cheng & Novick, 1992), this is not the only or best way 
to characterize the model. Although brain structures can be seen as 
implementing the computations proposed by the RW model, similar 
computations are also proposed by other models (e.g., Mackintosh, 
1975; Pearce, 1987; Pearce & Hall, 1980; Wagner, 1981). 

The third point is particularly important given that we are currently 
in the midst of neuroimaging, machine learning, and big data revolu
tions. With the advent of fMRI, neuroimaging has taken over the 
research programs of many psychological departments and laboratories 
around the world. With the development of powerful machine learning 
algorithms, those algorithms have taken over the theoretical develop
ment in many fields of psychology, and there is a trend toward their 
application to large databases. All these developments have advantages 
in their own right. However, they are contrary to the spirit behind the 
success of the RW model, which was developed by putting emphasis on 
the value of behavioral data, careful design of highly-controlled exper
iments (“key data” rather than “big data”), and a “data-first” approach to 
theory development, where data should guide the slow development of 
basic explanatory mechanisms, which can then be applied to more 
complex phenomena, rather than using ready-made algorithms and 
models (e.g., imported from machine learning) to explain complex 
behavioral or neuroscientific datasets. We claim that formalization is 
only useful as long as it is simple enough to allow the theory (a) to be 
easily falsifiable through precisely targeted experimental work and (b) 
to allow a smooth transition up and down the Marrian ladder. As we 
have seen, the RW model was very unique in accomplishing both of 
these purposes successfully. 

Fortunately, there are still remnants in our community of the values 
that gave strength to the RW model. There have been recent calls to put 
more emphasis on behavioral data in behavioral and cognitive neuro
science (Niv, 2021), and a trend toward more scrutiny and rigorous 
testing of theoretical frameworks imported from the machine learning 
literature (Bowers et al., 2022; Jones & Love, 2011). Many in the 
neuroscientific community, especially those using animal models, have 
had a key role in preserving the approach to research that gave us the 
RW model and spread its influence across cognitive science (see for 
example, Ottenheimer et al., 2020; Sadacca et al., 2018; Sharpe et al., 
2017), although they have been more insular than associative learning 
theorists from the 70s and 80s. Perhaps it is their turn now to carry the 
torch lit by Rescorla and Wagner. 
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Baayen, R. H., Milin, P., Đurđević, D. F., Hendrix, P., & Marelli, M. (2011). An amorphous 
model for morphological processing in visual comprehension based on naive 
discriminative learning. Psychological Review, 118(3), 438–481. https://doi.org/ 
10.1037/a0023851 

Baker, A. G. (1974). Conditioned inhibition is not the symmetrical opposite of 
conditioned excitation: A test of the Rescorla-Wagner model. Learning and 
Motivation, 5(3), 369–379. 

Baker, T. W. (1968). Properties of compound conditioned stimuli and their components. 
Psychological Bulletin, 70, 611–625. https://doi.org/10.1037/h0026744 

Beesley, T., & Shanks, D. R. (2012). Investigating cue competition in contextual cuing of 
visual search. Journal of Experimental Psychology: Learning, Memory, and Cognition, 
38, 709–725. https://doi.org/10.1037/a0024885 

Bitterman, M. E. (2000). Cognitive evolution: A psychological perspective. In 
C. M. Heyes, & L. Huber (Eds.), The evolution of cognition (pp. 61–79). MIT Press.  

Blough, D. S. (1975). Steady state data and a quantitative model of operant 
generalization and discrimination. Journal of Experimental Psychology: Animal 
Behavior Processes, 104(1), 3–21. 

Bouton, M. E., Maren, S., & McNally, G. P. (2021). Behavioral and neurobiological 
mechanisms of pavlovian and instrumental extinction learning. Physiological Reviews, 
101(2), 611–681. https://doi.org/10.1152/physrev.00016.2020 
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