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Abstract 
 

Effect sizes are highly relevant in quantitative research. It 

facilitates the comparison and quantitative synthesis of 

scientific studies. The main objective of this report is to 

present: a) a brief summary of the formulas used for conversion 

between the three main effect sizes used in the meta-analysis: 

the correlation coefficient, the standardized mean difference 

and the odds ratio; and b) the Rapid Effect Size Converter for 

Meta-Analysis (rESCMA), a open-source and browser-based 

app for efficient conversion and bulk-conversion of effect sizes 

and their variances based on the formulas proposed in this 

report. In addition, a table summarizing the formulas is 

presented for easy accessibility and use.  
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1. Introduction 
 

In inference statistics, a p value is used as a reference for 

hypotheses testing. When the value is 0.05 or less (p<.05), it is 

customary to report that there has been a 'significant' result, 

whether two or more means are being compared or the strength 

of the association is being assessed. A main issue with p values, 

which has previously been addressed by researchers (Goodman, 

2008; Lin et al., 2009; Pandis, 2013; Royall, 1986) is that it 

relies too much on the sample data at hand, which is treated as 

a population. As a result, the larger the number of samples or 

number of subjects, the more statistically significant the result 

will tend to be. This means that while the results for an 

hypothesis test may not have been particularly significant for a 

sample of 50 people, it is rather possible that it will for 500 

people. 
 

An effect size is an index that shows the strength of an 

interaction (Field & Hole, 2003). As mentioned above, a p value 

changes based on the sample size, so it has a substantial effect. 

This is to say, it doesn't give by itself any information about 

whether the interaction is big or small. On the other hand, a 

huge advantage of most effect sizes is their ability to express 

the strength of difference, association or interaction without 

stopping limitations such as sample size or significance tests, 
also managing to measure a specific parameter in a specified 

population (Schäfer & Swartz, 2019). 
 

Overall, standardized effects sizes such as the Correlation 

Coefficient (r) or the Standardized Mean Difference (d) are 

preferred when different measurement scales are being used 

between studies, while unstandardized effect sizes such as the 

Odds Ratio (OR) and Relative Risk (RR) are usually reported in  

 studies with binary outcomes (Aerts et al., 2013).  
 

Cohen (1988) argued that the size of the effect was formulated 

as an essential accompaniment to the hypothesis testing, 

allowing for a straightforward understanding of the magnitude 

of the phenomena under study, as well as providing a more 

suitable interpretation of the results and their implications. In 

addition, effect sizes are a critical component for the 

integration of different results through meta-analysis (Hunter 

& Schmidt, 2004). 
 

In this setting, studies often report enough data to estimate a 

determined effect size, while others provide enough data to 

estimate another. If the researcher judges that the two studies 

address the same subject, we would expect to include both in a 

quantitative synthesis of the data. In this case, one or both 

values must be converted to a common standardized effect size 

measure. In this regard, Borenstein et al. (2009) stated that 

this only makes complete sense if the studies are comparable in 

a relevant way, where the fact that different measures were 

used for effect size estimation will not be an obstacle to the 

assessment of the study results. 
 

Consequently, it must be acknowledged that all the effect sizes 

must be characterized within the specific context and field of 

research, the level of conceptual development and practical 

application in the world. It can be intricate to make a 

comparison of the effects between the research findings due to 

the number of anticipated and unpredictable factors and their 

possible arrangements. 
 

2. Converting effect sizes 
 

The following formulas are mainly based on those proposed by 

Borenstein et al. (2009) and Botella & Sánchez (2015). For 

accuracy, all decimals are shown in the results below. 
 

2.1. Converting Correlation Coefficients (r) 

2.1.1. Odds Ratio (OR)  

If we have the correlation coefficient as a base, we can carry out 

the transformation to both OR and d. Although the value of OR 

cannot be obtained directly, we can calculate it through its 

natural logarithmic expression (LnOR) in the following way: 
 

     
    

√    
 [a] 

 

where φ is a constant of value 1.81379936423434. For this 

exercise, we will assume that the value of r is .211. Then, we 

can determine that: 
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and in this way, obtain the value of OR through its exponential 

function: 
 

         [b] 
 

so that: 
 

                      
 

                    
 

 

2.1.2. Standardized mean difference (d) 

Once we know the value of LnOR, it is possible to calculate the 

value of d using the following formula: 
 

         [c] 
 

where ϑ is a constant of value 0.551328895421756. With this, 

we can determine that: 
 

  (                                 ) 
 

                    
 

 

2.2. Converting Odds Ratio (OR) 

In other cases, is it possible that we might only have value of 

OR and require its conversion to either r or d in order to keep 

consistency with our main effect size measure. As mentioned 

above, OR cannot be directly converted into r nor d, so it is 

required to transform it to its natural logarithmic expression: 
 

         (  ) [d] 
 

Continuing with the example, let us suppose that we only have 

the OR value, which is 2.1881423405861: 
 

         (               ) 
 

                      
 

 

2.2.1. Correlation coefficient (r) 

Once the value of LnOR has been determined, the value of r 

can be easily calculated using the following formula: 
 

  
      

√  (      ) 
 [e] 

 

so that: 
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2.2.2. Standardized mean difference (d) 

Once we have determined the value of both r and LnOR, the 

value of d can be calculated using [2.3]. 

 

 
 

2.3. Converting Standardized Mean Differences (d) 

2.3.1. Correlation coefficient (r) 

In a third scenario, it is possible that we might only have the 

value of d and require it conversion to either r or OR in order to 

keep consistency with our main effect size measure. We can 

convert d into r using the following formula: 
 

  
 

√    
 [f] 

 

Following the example, let us suppose that we only know the 

value of d, which is 0.431719711119633. Then: 
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2.2.2. Odds Ratio (OR) 

Once we have determined the value of both d and r, the value of 

LnOR can be calculated using [a], and then converted into OR 

using [b]. 
 

3. Converting sampling variances 
 

Along with the effect size, the meta-analysis requires knowing 

their sampling variance. The easiest way to calculate the 

variance for all three effect sizes is starting with calculating the 

variance of the correlation coefficient. To do this, the following 

formula is used: 
 

   
(    ) 

   
 [g] 

 

where n represents the sample size of the study. In the example 

where we know that value of r is .211, we will now assume a 

sample size of 150 participants. Then: 
 

   
(  (    ) ) 
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From here, the value of Vr can be easily converted to obtain the 

variance of d. To do this, we will use the following formula: 
 

   
      
(    ) 

 [h] 

 

so that: 
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Once Vd has been calculated, we can calculate the variance of 

LnOR with the following formula: 
 

           [i] 
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where ϖ is a constant of value 3.28986813369689, so that: 
 

                                         
 

                         
 

 

In OR-based meta-analysis, researchers work with VLnOR, so no 

further conversion is required. 
 

4. Rapid Effect Size Converter for Meta-Analysis 

(rESCMA) 

 

Although there are a few effect size converters available online, 

they lack two essential features for their active use in meta-

analytic research: First, the possibility of calculating and 

converting among sampling variances in a standardized way; 

second, the ability to bulk-convert effect sizes and directly 

transfer them to datasets for analysis. To address this issue, we 

have developed rESCMA as an open-source and browser-based 

app to convert among the three effect size measures using 

the formulas presented in this document and summarized in 

Table 1. rESCMA is available online and  can be accessed 

through the URL rESCMA.com. 
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Table 1 

Summary 

 r to LnOR    LnOR to OR   LnOR to d   

Converting 

effect sizes 

     
    

√    
                     

     

OR to LnOR    
 

LnOR to r    d to r  

         (  )    
      

√  (      ) 
    

 

√    
 

     

 Vr  Vr to Vd  Vd to VLnOR 

Converting 

variances    
(    ) 

   
     

    
(    ) 

               

 

r = Correlation coefficient  

d = Standardized mean difference  

OR = Odds Ratio  

LnOR = Natural logarithm of the Odds Ratio  

φ = 1.81379936423434 

ϑ  = 0.551328895421756 

ϖ  = 3.28986813369689  
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